
• Introduction:
Ø Challenges in Video Semantic Segmentation:

lThe demand of temporal consistency.
lThe balance between segmentation accuracy and inference efficiency.

Ø Our Contributions:
l We incorporate the transformer architecture into the image semantic

segmentation model to capture temporal relation for video semantic
segmentation task.

l We propose a novel Sparse Temporal Transformer (STT) module with
key selection and query selection to balance the segmentation
accuracy and inference efficiency in a good manner. Our proposed
selection strategies can reduce the time complexity by a large margin
without harming the segmentation accuracy and temporal consistency.

l Extensive experiments on two video semantic segmentation datasets,
i.e. Cityscapes and Camvid, demonstrate the effectiveness of our
method.
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Figure 1. The flowchart of our Sparse Temporal Transformer method. 

• Method:
Ø Sparse Temporal Transformer Network:
• The flowchart of our Sparse Temporal Transformer method are shown in

Figure 1.
Ø Query Selection:
• Remove the redundancy points in query feature maps.
• Select rule -- Neighboring Similarity Matrix (NSM):

Ø Key Selection:
• Remove the redundancy points in key feature maps.
• Select Rule: enlarge the searching regions gradually from near frame to

far frame.

Ø Temporal Transformer:
• Multi-head Attention:

• Temporal transformer encoder:
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Experiments:
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Ø Qualitative Results:

Figure 2. Illustration of query selection and key selection. 

Ø Quantitative Results:

Figure 3. The qualitative comparison with two baseline methods. 

• Comparison with High-Quality Methods

• Comparison with High-Speed Methods


